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| more reliable|

HPC in our business - immerFLOW

Industry standard (especially for SMEs)

* cheap models (RANS) -> low reliability + need for experts

Industry needs

* more reliable models (DNS, LES, WLES) -> higher simulation cost
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POP — our experience with NAG

immerFLOW Performance Assessment:
* Excellent MPI scaling up to 768 cores
*  MPI serialization at 1534 cores

*  Poor OpenMP performance due to atomic lock contention at high number of threads

immerFLOW Proof-of-Concept:

* Overall efficiency improvements mainly at high number of threads

* Introduction of OpenMP taskloops (GPUs porting)

* Communication/calculations overlapping (10% performance improvement)

* Removal of temporary data copies

Very important insight in our code parallel behaviour, laying the
groundwork for future improvements of code efficiency
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